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#### Abstract

The growing need to perform surgical procedures, monitoring, and intervention of greater precision have led to the development of multimodal medical imaging systems. Multimodal images are a strategy to overcome the limitations of medical imaging technologies by combining the strengths of individual modalities or technologies. In this work, we propose a low-cost multimodal system that combines 3D freehand ultrasound with fringe projection profilometry to obtain information from the external and the internal structure of an object of interest. Both modalities are referred to a single coordinate system defined in the calibration to avoid post-processing and registration of the acquired images. The freehand ultrasound calibration results are similar to those previously reported in the literature using more expensive infrared tracking systems. The calibration reproducibility at the center point of the ultrasound image was 0.6202 mm for 8 independent calibrations. We tested our system on a breast phantom with tumors. Encouraging results show the potential of the system for applications in intraoperative settings.
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## 1. INTRODUCTION

In recent years, multimodal imaging techniques have been used to overcome the limitations of conventional medical imaging technologies by combining the strengths of individual modalities. This is how systems have been developed that allow the integration, for example, of X-ray computed tomography with positron emission tomography (CT/PET) or monophotonic computed tomography with X-ray computed tomography (SPECT/CT), among others. ${ }^{1}$ X-ray-CT is one of the most widely used medical imaging technologies because of its high spatial resolution and a good contrast of the underlying structures. However, CT does not yield information on soft tissue, function or biological activity, and its usefulness in intraoperative environments is limited.

There are other techniques free of ionizing radiation that allow obtaining structural and functional information, even in real time, which facilitates its use in intraoperative environments for the guidance of surgical procedures and monitoring. Ultrasound (US) imaging is one of the most frequently used modalities for diagnosis and therapy. Its applications include cardiology, urology, obstetrics, and gynecology. ${ }^{2}$ US 3D allows the visualization and measurement of the volume of 3D structures of interest, however the displayed volume is limited to the size of the probe. ${ }^{3}$ For this reason, most of the procedures for guiding, for example, needles for taking biopsies are carried out using US 2D. There are even techniques that allow obtaining 3D volumes from US 2D images by tracking the probe and the corresponding record of the images. ${ }^{4-6}$ US has also recently been used in other procedures, which conventionally use CT, for example for the evaluation of scoliosis, ${ }^{7}$ for the guidance of molecular fluorescence tomography, ${ }^{8}$ among others.

[^0]Despite the success of 2D US, it has certain disadvantages. It does not allow the visualization of planes parallel to the skin, the assessment of the evolution of a disease is underestimated by the difficulty in positioning the probe in the same position during different tests, and in the case of 3D US, the displayed volume is very small. Ultrasound may be combined with other imaging techniques to overcome some of these disadvantages. There are different optical techniques that using visible or infrared light obtain images for diagnosis and guidance of medical procedures. For example, the use of structured light systems through which the topography of a surface is obtained, have allowed the non-contact evaluation of different medical conditions like scoliosis, ${ }^{9}$ to perform dermatological tests, ${ }^{10}$ and even the development of multimodal systems for intraoperative guidance combined with molecular fluorescence. ${ }^{11}$

In general, multimodal image systems require image registration, especially when they are acquired independently and not synchronized. The registration of multimodal images is difficult since the correspondence problem is not guaranteed, and it is required to have characteristics that are present in all the modalities as points of reference to estimate the appropriate geometric transformation. On the other hand, the techniques that are acquired simultaneously require special calibration to be able to obtain the different modalities or images in the same frame of reference. This circumstance is a major challenge because the different image systems can have different resolutions, field of observation, signal-to-noise ratio, among other parameters. In this work, we propose a low-cost multimodal system that combines freehand-US with fringe projection profilometry to obtain information from the external and internal structure of an object of interest with a robust performance. In the following sections, we briefly describe the background of the different imaging modalities and the theory behind the different calibration strategies. Finally, we present preliminary results of the implemented multimodal system.

## 2. BACKGROUND

### 2.1 3D Freehand Ultrasound

3D freehand ultrasound is a non-invasive, inexpensive, safe, and portable medical imaging technique ${ }^{12}$ used in many clinical applications such as quantification of plaque volume and morphology, ${ }^{13}$ brain shift evaluation during neurosurgery, ${ }^{14}$ radiotherapy planning, ${ }^{15}$ prostate biopsy, ${ }^{16}$ surveillance of arteriovenous fistulae, ${ }^{17}$ etc. Freehand ultrasound imaging technique consists of acquiring 2D ultrasound images (B-scans) and tracking the position and orientation of a probe in space with a position sensor or an optical or electromagnetic tracker system. Thus, knowing the position of the probe and its relation with the ultrasound image plane, these B-scans can be located in a volume or 3D space in a fixed global coordinate system. We can establish this relation (rigid-body transformation) through a calibration procedure using a phantom, that is, an object with known geometry which helps us to calculate the transformation matrix by identifying its characteristics in the US images, and in the physical phantom space ${ }^{18}$ using an iterative optimization method. ${ }^{19}$ There are many phantoms proposed in the literature: cross-wire, three-wire, single-wall, Cambridge phantom, among others. ${ }^{19}$ But the simplest is a point $\operatorname{target}^{20}$ scanned from different positions and orientations, which we can build with cross-wires, using a spherical object, or the tip of a stylus.

### 2.2 Fringe Projection Profilometry

Optical 3D shape measurement based on digital fringe projection profilometry (FPP) is a well-known optical metrology technique with many biomedical, industrial, and entertainment applications due to its high-speed data processing, accuracy, and flexibility. ${ }^{21}$ In FPP, we project a periodic structured light pattern (typically a sinusoidal intensity distribution) on the surface of an object which due to the topographic variations is distorted. We register the deformed pattern with a camera and use it to calculate its phase distribution since the depth information is encoded in it. There are two main methods to retrieve the phase from the fringe images: phase shifting ${ }^{22}$ and Fourier transform. ${ }^{23}$ On the one hand, phase-shifting allows us to pixel-by-pixel estimate a phasemap using at least three patterns, achieving high-accuracy, high-resolution and surface reflectivity robustness results, especially for irregular object surfaces. ${ }^{24}$ On the other hand, Fourier transform profilometry (FTP) is used to calculate phase-maps with a single structured light pattern through Fourier analysis, which makes it faster than phase-shifting and suitable for dynamic scene measurements, but this method is quite sensitive to complex surfaces, i.e., we are only able to measure smooth topographies of objects with FTP.


Figure 1. (a) Experimental setup. (b)-(c) Target attached to the probe to track it with a piece created in a 3D printer.

Phase obtained with both phase-shifting and Fourier transform is a wrapped phase map since its values range from $-\pi$ to $\pi$ with $2 \pi$ discontinuities because of the arctangent function used in the phase calculation. Due to the above, an unwrapping procedure is necessary to estimate a continuous or unwrapped phase-map identifying and removing the discontinuities by adding or subtracting $2 \pi$ integer numbers in the phase. Algorithms for phase unwrapping are classified into two groups: spatial ${ }^{25}$ and temporal. ${ }^{26}$ The spatial algorithms detect the $2 \pi$ jumps using a single wrapped phase-map based on the neighboring pixels. This condition implies that the surface cannot have $2 \pi$ discontinuities in the wrapped phase. The temporal algorithms, in contrast, allow the unwrapping of the phase-map of isolated objects or with abrupt topography changes using more than one discontinuous phase-map. Finally, with an unwrapped phase distribution, we need to map phase values to physical metric values, and for that, we need our FPP system to be calibrated.

## 3. MATERIALS AND METHOD

Our experimental setup shown in Fig. 1(a), consists of two monochromatic CMOS cameras (Basler acA1300200um; $1280 \times 1024 ; 203 \mathrm{fps}$ ), a DLP projector (LightCrafter 4500), a B-mode ultrasound machine (Biocare, model iS 20) with a linear and curvilinear probe, a VGA to USB capture card for US image acquisition (Epiphan AV.io HD), and a breast phantom with tumors (3B SONOtrain P125). Moreover, we use a cross-wire phantom for freehand US calibration, a black and white $(B / W)$ checkerboard with $10 \times 10 \mathrm{~mm}$ squares for cameras and projector calibration, a black and white target of three coplanar circles attached to the linear probe for the tracking, and a PC workstation.

### 3.1 Freehand Ultrasound System and Calibration

We use an ultrasound machine Biocare iS 20 to acquire B-mode US images, and the linear transducer configured at 7.5 MHz frequency and a 7 cm depth. For tracking the transducer position and orientation, we use a stereovision system and an in-house developed acquisition software where we simultaneously acquire US images and images from the two cameras.

### 3.1.1 Transducer tracking

To track the probe pose, we can use a mechanical, optical, or electromagnetic system. In many recent works commercial optical tracker systems have been extensively used, but often these devices are expensive. ${ }^{16,17,27,28}$ Here, we propose a low-cost optical strategy for tracking the transducer pose using a stereo-vision system composed of two conventional monochromatic cameras, and a target formed by three coplanar sets of two concentric circles (one black and one white) attached to the probe with a piece created in a 3D printer as shown in Fig. 1(b)-(c). The proposed tracking procedure was carried out through triangulation and using epipolar geometry constraints. ${ }^{29}$

With the estimated centroids of the three coplanar circles in both images, we need to match them to calculate their 3D coordinates. We exploit the epipolar geometry constraints to find the correct correspondences between the points. The epipolar geometry is the intrinsic projective geometry between two views. It does not depend on the structure of the scene but in the relative pose of the cameras and their intrinsic parameters. Given a point $\mathbf{x}_{1}$ in camera 1, we know how $\mathbf{x}_{2}$ is constrained, i.e., point $\mathbf{x}_{2}$ in the image plane 2 lies in the epipolar line $\mathbf{l}_{2}$ (Fig. 2(a)).


Figure 2. (a) Epipolar geometry: the intrinsic geometry of two views. (b) Pinhole camera model.

The epipolar geometry is described by the fundamental matrix $\mathbf{F}$, a $3 \times 3$ matrix that relates the correspondences of points

$$
\begin{equation*}
\mathbf{x}_{2}^{\top} \mathbf{F} \mathbf{x}_{1}=0 \tag{1}
\end{equation*}
$$

Then, given a center $\mathbf{x}_{1}$ in pixels of our coplanar circles in homogeneous coordinates in image 1 , the respective epipolar line in the image 2 is

$$
\begin{equation*}
\mathbf{l}_{2}=\mathbf{F} \mathbf{x}_{1} \tag{2}
\end{equation*}
$$

With $\mathbf{l}_{2}$ we search for the center in image 2 closer to the epipolar line calculated, that is, we measure the distance between all the centers in camera 2 and the epipolar line, and we select the closest point to $\mathbf{l}_{2}$ as the corresponding point of $\mathbf{x}_{1}$. We perform the above for all the centers in the first view.

Once the correspondences are established, we estimate the 3 D coordinates of the three points through triangulation. Based on the pinhole camera model in Fig. 2(b), the projection in homogeneous coordinates in the image plane of a 3 D point $\mathbf{X}^{W}=[X, Y, Z, 1]^{\top}$ given in a world coordinate system can be described as

$$
\begin{equation*}
s \mathbf{x}=\mathbf{K}^{C} \mathbf{M}_{W} \mathbf{X}^{W} \tag{3}
\end{equation*}
$$

where $s$ is a scale factor, $\mathbf{x}=[x, y, 1]^{\top}$ is the homogeneous 2 D coordinates of the projected 3 D point,

$$
\mathbf{K}=\left[\begin{array}{ccc}
f_{x} & \gamma & x_{0}  \tag{4}\\
0 & f_{y} & y_{0} \\
0 & 0 & 1
\end{array}\right]
$$

is the intrinsic matrix which contains the intrinsic parameters of the camera, and ${ }^{C} \mathbf{M}_{W}=[\mathbf{R} \mid \mathbf{t}]$ is the extrinsic matrix which describes the orientation with a $3 \times 3$ rotation matrix $\mathbf{R}$ and position with a $3 \times 1$ translation vector $\mathbf{t}$ of the world frame $\left(X_{W}, Y_{W}, Z_{W}\right)$ relative to the camera frame $\left(X_{C}, Y_{C}, Z_{C}\right)$. From now on, we refer to $\mathbf{P}=\mathbf{K}^{C} \mathbf{M}_{W}$ as the projection matrix. Note that vectors $\mathbf{x}$ and $\mathbf{P} \mathbf{X}^{W}$ are not equal, they have the same direction (are parallel) but differ by a scale factor $s$.

In the case of two views (camera 1 and camera 2 ) that see the same point $\mathbf{X}$, based on Eq. 3 we have

$$
\begin{equation*}
s_{1} \mathbf{x}_{1}=\mathbf{P}_{1} \mathbf{X}, \quad s_{2} \mathbf{x}_{2}=\mathbf{P}_{2} \mathbf{X} \tag{5}
\end{equation*}
$$

and we need to solve for $\mathbf{X}$. The homogeneous (DLT) solution to this problem is given by:

$$
\left[\begin{array}{c}
x_{1} \mathbf{p}_{1}^{3 \top}-\mathbf{p}_{1}^{1 \top}  \tag{6}\\
y_{1} \mathbf{p}_{1}^{3 \top}-\mathbf{p}_{1}^{2 \top} \\
x_{2} \mathbf{p}_{2}^{3 \top}-\mathbf{p}_{2}^{1 T} \\
y_{2} \mathbf{p}_{2}^{3 \top}-\mathbf{p}_{2}^{2 \top}
\end{array}\right] \mathbf{X}=\mathbf{0},
$$

where $\mathbf{p}_{1}^{i}$ and $\mathbf{p}_{2}^{i}$ represent the $i$-th row of $\mathbf{P}_{1}$ and $\mathbf{P}_{2}$ respectively, as column vectors.
As seen in Fig. 1(b)-(c) the target of the three circles is in a plane attached to the probe with a piece created in a 3D printer. As these three points lie in a plane, we can define a coordinate system with them, which we
refer to as the target or probe frame. These three circles are labeled as shown in Fig. 1(b), where we define the center of the circle labeled with 0 as the origin of the target frame. Therefore, the 3 D position of this point represents the translation vector $\mathbf{t}$ of the probe frame respect to the cameras. Furthermore, the circles labeled with x and y represent the direction of the $x$-axis and $y$-axis of the target coordinate system, respectively. With the 3 D points 0 -label and x -label we can estimate the unit vector $\hat{\mathbf{x}}$ of the transducer frame, and likewise using the 3 D points 0 -label and y-label we estimate the unit vector $\hat{\mathbf{y}}$. The unit vector in direction of the $z$-axis is calculated using the cross product: $\hat{\mathbf{z}}=\hat{\mathbf{x}} \times \hat{\mathbf{y}}$. Finally, the rotation matrix of the target frame relative to the stereo-vision system is $\mathbf{R}=\left[\begin{array}{lll}\hat{\mathbf{x}} & \hat{\mathbf{y}} & \hat{\mathbf{z}}\end{array}\right]$. In this way we track the position $\mathbf{t}$ and orientation $\mathbf{R}$ of the target or transducer coordinate system base on the stereo images, but for that we need to calibrate the two cameras in order to know their intrinsic parameters and the extrinsic of the second camera (pose relative to camera 1) using the camera 1 as the world frame. For this stereo calibration, we use the $\mathrm{B} / \mathrm{W}$ checkerboard. ${ }^{30}$

### 3.1.2 Transducer calibration

For the calibration procedure, we used a point phantom because of its ease of construction and precise and accurate calibration results. ${ }^{12,19,31}$ The phantom is formed by a pair of cross-wires built with two cotton threads submerged in a $10 \times 10 \times 7.1 \mathrm{~cm}$ water bath. The point phantom has several limitations. Many images had to be acquired from different perspectives of the point target to estimate the unknown transformation matrices and scale factors involved in the spatial calibration. Additionally, the alignment of the ultrasound image plane with the target location is difficult due to the finite thickness of the ultrasound beam. ${ }^{20}$ Furthermore, automatic segmentation of the cross-wire point in the B-scans it is also tough, and instead, manual segmentation is often adopted. ${ }^{12,32}$

In Figure 3, we illustrate the spatial relationships of the five coordinate systems involved in the probe calibration. Calibration in a 3D freehand ultrasound system requires tracking the position and orientation of the probe in space and finding its geometric relationship with the US image plane. In other words, using the transformation matrix ${ }^{W} \mathbf{T}_{T}$ from the transducer coordinate system $\{T\}$ to a stationary world coordinate frame $\{W\}$, we need to estimate the transformation ${ }^{T} \mathbf{T}_{I}$ from the image frame $\{I\}$ to the transducer frame $\{T\}$. Furthermore, we also need to calculate the $x$ and $y$ scales of the US image $s_{x}$ and $s_{y}$ in millimeters per pixel, in order to convert a pixel of the B-scan to metric units.

We use the camera 1 of a stereo-vision system as the world reference frame $\{W\}$ and with the second camera $\left\{C a m_{2}\right\}$ we estimate the transformation ${ }^{W} \mathbf{T}_{T}$ through triangulation. The cross-wire phantom coordinate system $\{F\}$ is placed in such a way that its origin coincides with the point of crossing wires as seen in Fig. 3. If we acquire a B-scan of the cross-wire phantom, we can map the segmented image coordinate of the point target $(x, y)$ in pixels to the physical phantom frame $\{F\}$ as


Figure 3. Transducer calibration: geometric relations and reference frames.

$$
\left[\begin{array}{l}
0  \tag{7}\\
0 \\
0 \\
1
\end{array}\right]={ }^{F} \mathbf{T}_{W}{ }^{W} \mathbf{T}_{T}{ }^{T} \mathbf{T}_{I}\left[\begin{array}{c}
s_{x} x \\
s_{y} y \\
0 \\
1
\end{array}\right]
$$

where, using the X-Y-Z Euler fixed-angles scheme, each rigid transformation matrix can be written as

$$
{ }^{j} \mathbf{T}_{i}\left(t_{x}, t_{y}, t_{z}, \alpha, \beta, \gamma\right)=\left[\begin{array}{cccc}
\cos \alpha \cos \beta & \cos \alpha \sin \beta \sin \gamma-\sin \alpha \cos \gamma & \cos \alpha \sin \beta \cos \gamma+\sin \alpha \sin \gamma & t_{x}  \tag{8}\\
\sin \alpha \cos \beta & \sin \alpha \sin \beta \sin \gamma+\cos \alpha \cos \gamma & \sin \alpha \sin \beta \cos \gamma-\cos \alpha \sin \gamma & t_{y} \\
-\sin \beta & \cos \beta \sin \gamma & \cos \beta \cos \gamma & t_{z} \\
0 & 0 & 0 & 1
\end{array}\right] .
$$

The expression in Eq. 7 give us three equations with 11 unknowns: two scale factors $s_{x}$ and $s_{y}$, three translations and three rotations angles from the ${ }^{T} \mathbf{T}_{I}$ matrix, and only three translations in ${ }^{F} \mathbf{T}_{W}$ since we can set the rotation angles to zero because we do not need to estimate the orientation of the coordinate system $\{F\}$. Note that the transformation ${ }^{W} \mathbf{T}_{T}$ is known and is given by the stereo system using the transducer tracking method described in Section 3.1.1. If we use a total of $N$ B-scans of the point target in different positions and orientations, we calculate these 11 unknowns by minimizing

$$
\begin{equation*}
\sum_{i=1}^{N}\left|{ }^{F} \mathbf{T}_{W}^{W} \mathbf{T}_{T i}^{T} \mathbf{T}_{I} \mathbf{X}_{i}^{I}\right| \tag{9}
\end{equation*}
$$

where $\mathbf{X}_{i}^{I}=\left[s_{x} x_{i}, s_{y} y_{i}, 0,1\right]^{\top}$ is the $i$-th coordinate of the point phantom given in the frame $\{I\}$. This is a non-linear minimization problem which can be solved using an iterative optimization method as the LevenbergMarquardt algorithm. ${ }^{33,34}$

After estimating the unknowns involved in the calibration, we can discard the transformation matrix ${ }^{F} \mathbf{T}_{W}$, which is only used to calculate the other parameters. Moreover, with the scale factors and the matrix ${ }^{T} \mathbf{T}_{I}$ we can map a point from the US image to the world coordinate frame

$$
\left[\begin{array}{c}
X  \tag{10}\\
Y \\
Z \\
1
\end{array}\right]={ }^{W} \mathbf{T}_{T}^{T} \mathbf{T}_{I}\left[\begin{array}{c}
s_{x} x \\
s_{y} y \\
0 \\
1
\end{array}\right]
$$

### 3.2 Fringe Projection System and Calibration

The digital fringe projection system used consists of a camera and a projector. As seen in Fig. 1(a) of our experimental setup, we have two cameras and a projector. We use these two cameras for the transducer pose tracking, but for the FPP system, we use only camera 1 and the DLP projector for the 3D reconstruction system, that is, the same camera defined as the world frame in the 3D freehand ultrasound system (Fig. 3). Also, we use this camera as the world coordinate frame in the fringe projection system to obtain 3D data from both freehand ultrasound and fringe projection profilometry in the same absolute coordinate system.

Here we introduce a new frame, the digital projector coordinate system $\{P\}$, which with the camera 1 constitutes a stereo-vision system since we can consider the projector as an inverse camera. ${ }^{35}$ This consideration is viable because of the projector projects images instead of capturing them, and moreover, optically both camera and projector are the same.

### 3.2.1 Image formation and fringe analysis

A typical sinusoidal fringe pattern generated with a computer to project onto an object can be described as

$$
\begin{equation*}
I^{P}(x, y)=a^{P}+b^{P} \cos \left[2 \pi x / p_{0}\right] \tag{11}
\end{equation*}
$$

where $a^{P}$ is the mean intensity value, $b^{P}$ is the amplitude or projector modulation, and $p_{0}$ is the fringe (period) pitch or the number of pixels for the fringe period. Commonly $a^{P}$ and $b^{P}$ are both set to $255 / 2$.

Once the structured light $I^{P}(x, y)$ is projected onto the surface, the deformed sinusoidal pattern captured by the camera can be mathematically represented as

$$
\begin{equation*}
I^{C}(x, y)=A^{C}(x, y)+B^{C}(x, y) \cos [\phi(x, y)], \tag{12}
\end{equation*}
$$

where $A^{C}(x, y)$ is the average intensity or DC component of the fringe image, $B^{C}(x, y)$ is the intensity modulation or half of the peak-to-valley intensity modulation, and $\phi(x, y)$ is the phase distribution of the distorted fringe, which is related to the temporal phase difference of $I^{C}(x, y)$ relative to the projected image $I^{P}(x, y)$.

The phase $\phi(x, y)$ encodes the depth information and can be regarded as quantification of fringe distortion, thereby in FPP the phase retrieval procedure is an important step. For calibration and 3D reconstruction, we use the standard $N$-step phase-shifting method to estimate the phase map $\phi(x, y) .{ }^{24}$ In Eq. 12 we have only three unknowns: $A^{C}(x, y), B^{C}(x, y)$ and $\phi(x, y)$, and we can use a set of at least three fringe images with phase-shifted patterns to solve for $\phi(x, y)$. Then, we introduce a phase shift of $\delta_{k}$ in the projected images and the $k$-th distorted fringe pattern acquired by the camera is

$$
\begin{equation*}
I_{k}^{C}(x, y)=A^{C}(x, y)+B^{C}(x, y) \cos \left[\phi(x, y)+\delta_{k}\right], \tag{13}
\end{equation*}
$$

for $k=1,2,3, \ldots, N$. These $N$ images give us $N$ equations with three unknowns. If $\delta_{k}=2 \pi k / N$ a least-squares solution for the phase is

$$
\begin{equation*}
\phi(x, y)=-\arctan \left(\frac{\sum_{k=1}^{N} I_{k}^{C} \sin \delta_{k}}{\sum_{k=1}^{N} I_{k}^{C} \cos \delta_{k}}\right) . \tag{14}
\end{equation*}
$$

As a result of the arctangent function, the phase calculated with Eq. 14 is a wrapped phase map, due to its values range from $-\pi$ to $\pi$ with $2 \pi$ discontinuities. A phase unwrapping algorithm where we remove these $2 \pi$ jumps needs to be applied to obtain a continuous phase map for accurate measurements. These discontinuities are removed by adding or subtracting integer multiples of $2 \pi$ in the $2 \pi$ jumps locations. Thus, the unwrapped phase map $\Phi(x, y)$ is given by

$$
\begin{equation*}
\Phi(x, y)=\phi(x, y)+2 \pi k(x, y) \tag{15}
\end{equation*}
$$

where $k(x, y)$ are the integer numbers which are regarded as the fringe order. If $k(x, y)$ is uniquely estimated for each pixel, then $\Phi(x, y)$ represents the absolute phase map. We use a centerline image and spatial phase unwrapping to retrieve absolute phase at each pixel. ${ }^{35-37}$

### 3.2.2 Stereo-vision system calibration

The calibration strategy carried out is mainly based on the proposed by Zhang and Huang, ${ }^{35}$ where we regard the projector as an inverse of a camera, which allows us to calibrate the projector in the same manner as a camera. With this approach, the camera and projector can be modeled using stereo-vision principles, and the calibration process is performed like that of a traditional stereo system using a B/W checkerboard placed in arbitrary positions and orientations.

To use the traditional stereo-vision calibration approach, we need to establish point correspondences between the camera and the projector using the absolute phase. We project eight vertical phase-shifted images (Fig. 4(a)) to estimate the vertical wrapped phase, and a centerline (Fig. 4(b)) for absolute phase-retrieval $\Phi_{v}^{C}(x, y)$ where we assume that points in this line have zero absolute phase. Also, eight horizontal phase-shifted patterns (Fig. 4(c)) and a horizontal centerline (Fig. 4(d)) were projected for the absolute phase estimation $\Phi_{h}^{C}(x, y)$. Finally, we project white light (Fig. 4(e)) in order to use this image for checkerboard corners estimation.

With the horizontal and vertical absolute phase maps, we can find the corresponding point in the projector $\left(x^{P}, y^{P}\right)$ of a given point $\left(x^{C}, y^{C}\right)$ in the camera

$$
\begin{align*}
x^{P} & =\frac{p_{0}}{2 \pi} \Phi_{v}^{C}\left(x^{C}, y^{C}\right)+\frac{w}{2},  \tag{16}\\
y^{P} & =\frac{p_{0}}{2 \pi} \Phi_{h}^{C}\left(x^{C}, y^{C}\right)+\frac{h}{2}, \tag{17}
\end{align*}
$$



Figure 4. Images acquired in each checkerboard pose: (a) vertical fringes, (b) vertical centerline, (c) horizontal fringes, (d) horizontal centerline, and (e) checkerboard with pure white image projection.
where $p_{0}$ is the pitch of the vertical and horizontal fringes. $w$ is the width and $h$ is the height of the DMD projector sensor, or the number of columns and rows, respectively.

With Eq. 16 and Eq. 17 we establish the correspondences of points between the detected corners from the B/W checkerboard in the camera image and the projector corners in the DMD image. With the matching points we calculate the intrinsic matrix $\mathbf{K}$ of the camera and the projector, and moreover, the extrinsic matrix ${ }^{P} \mathbf{M}_{W}$ relative to the projector by aligning the world coordinate system with the camera frame as discussed in Section. 3.1.1.

We also compensate for lens distortion which is not considered in the pinhole camera model (Fig. 2(b)), due to the lens distortions can introduce errors in the stereo-vision model. ${ }^{38,39}$ The mathematical model for the lens distortion is given by

$$
\left[\begin{array}{l}
x_{d}  \tag{18}\\
y_{d}
\end{array}\right]=\left(1+k_{1} r_{n}^{2}+k_{2} r_{n}^{4}+k_{3} r_{n}^{6}\right)\left[\begin{array}{l}
x_{d} \\
y_{d}
\end{array}\right]+\left[\begin{array}{l}
2 p_{1} x_{n} y_{n}+p_{2}\left(r_{n}^{2}+2 x_{n}^{2}\right) \\
2 p_{2} x_{n} y_{n}+p_{1}\left(r_{n}^{2}+2 y_{n}^{2}\right)
\end{array}\right]
$$

where $r_{n}^{2}=x_{n}^{2}+y_{n}^{2} . \quad k_{1}, k_{2}$ and $k_{3}$ are the radial distortion coefficients and $p_{1}$ and $p_{2}$ are the tangential coefficients. $\left[x_{d}, y_{d}\right]^{\top}$ are the distorted image coordinates and $\left[x_{n}, y_{n}\right]^{\top}$ the normalized image coordinates.

### 3.2.3 Phase-to-coordinates mapping

With the calibrated intrinsic and extrinsic parameters of the camera and the projector, we can estimate the metric 3D coordinates of an object by projecting phase-shifted fringes and centerline images onto the surface to be reconstructed.

If we align the world coordinate system with the camera coordinate system we have: ${ }^{C} \mathbf{M}_{W}=[\mathbf{I} \mid \mathbf{0}]$, where $\mathbf{I}$ is the $3 \times 3$ identity matrix and $\mathbf{0}$ is a $3 \times 1$ zero vector. And ${ }^{P} \mathbf{M}_{W}=[\mathbf{R} \mid \mathbf{t}]$, where $\mathbf{R}$ and $\mathbf{t}$ represents the position and orientation of the world relative to the projector frame.

Based on the absolute phase map $\Phi^{C}$ of the surface of an object, estimated with fringe patterns with a pitch $p_{0}$ and a centerline, we can relate each camera point $\left(x^{C}, y^{C}\right)$ with a line with the same absolute phase value on the projector with the expression

$$
\begin{equation*}
x^{P}=\frac{p_{0}}{2 \pi} \Phi^{C}\left(x^{C}, y^{C}\right)+\frac{w}{2} . \tag{19}
\end{equation*}
$$

Using Eq. 3 of the projection of a 3 D point in the 2 D sensor, $s^{C} \mathbf{x}^{C}=\mathbf{P}^{C} \mathbf{X}, s^{P} \mathbf{x}^{P}=\mathbf{P}^{P} \mathbf{X}$, we have

$$
s^{C}\left[\begin{array}{c}
x^{C}  \tag{20}\\
y^{C} \\
1
\end{array}\right]=\left[\begin{array}{llll}
p_{11}^{C} & p_{12}^{C} & p_{13}^{C} & p_{14}^{C} \\
p_{21}^{C} & p_{22}^{C} & p_{23}^{C} & p_{24}^{C} \\
p_{31}^{C} & p_{32}^{C} & p_{33}^{C} & p_{34}^{C}
\end{array}\right]\left[\begin{array}{c}
X \\
Y \\
Z \\
1
\end{array}\right], s^{P}\left[\begin{array}{c}
x^{P} \\
y^{P} \\
1
\end{array}\right]=\left[\begin{array}{llll}
p_{11}^{P} & p_{12}^{P} & p_{13}^{P} & p_{14}^{P} \\
p_{21}^{P} & p_{22}^{P} & p_{23}^{P} & p_{24}^{P} \\
p_{31}^{P} & p_{32}^{P} & p_{33}^{P} & p_{34}^{P}
\end{array}\right]\left[\begin{array}{c}
X \\
Y \\
Z \\
1
\end{array}\right] .
$$

Finally, with Eq. 19 and Eq. 20 we have a system of seven unknowns $\left(X, Y, Z, s^{C}, s^{P}, x^{P}, y^{P}\right)$ and seven equations, where we can determine uniquely $\mathbf{X}$ with the expression

$$
\left[\begin{array}{l}
X  \tag{21}\\
Y \\
Z
\end{array}\right]=\left[\begin{array}{lll}
p_{11}^{C}-p_{31}^{C} x^{C} & p_{12}^{C}-p_{32}^{C} x^{C} & p_{13}^{C}-p_{33}^{C} x^{C} \\
p_{21}^{C}-p_{31}^{C} x^{C} & p_{22}^{C}-p_{32}^{C} x^{C} & p_{23}^{C}-p_{33}^{C} x^{C} \\
p_{11}^{P}-p_{31}^{P} x^{P} & p_{12}^{P}-p_{32}^{P} x^{P} & p_{13}^{P}-p_{33}^{P} x^{P}
\end{array}\right]^{-1}\left[\begin{array}{l}
p_{34}^{C} x^{C}-p_{14}^{C} \\
p_{34}^{C} y^{C}-p_{24}^{C} \\
p_{34}^{P} x^{P}-p_{14}^{P}
\end{array}\right] .
$$

## 4. EXPERIMENTS AND RESULTS

### 4.1 Freehand Calibration Assessment

To evaluate the transducer quality calibration, we measure the precision with the calibration reproducibility (CR) using the approach proposed by Prager et al. ${ }^{19}$ and by Hsu et al. ${ }^{32}$ Calibration reproducibility measures the dispersion in the reconstructed 3D position of a point from the ultrasound image using $N$ calibration parameters estimated through $N$ different calibrations. As a result of these different calibrations, we have $N$ scale factors $s_{x}$ and $s_{y}$ and $N$ transformations ${ }^{T} \mathbf{T}_{I}$. Thus, a specific point $(x, y)$ in the B-scan is reconstructed from the image plane to the transducer coordinate system, and in this frame, we measure the variability of this point.

Using the approach proposed by Prager et al., ${ }^{19}$ they use the bottom right pixel ( $x_{\max }, y_{\max }$ ) of the B-scan to measure CR under two different calibrations with the expression

$$
\begin{equation*}
\mu_{C R 1}=\left|{ }^{T} \mathbf{T}_{I 1} \mathbf{X}_{1}^{I}-{ }^{T} \mathbf{T}_{I 2} \mathbf{X}_{2}^{I}\right| \tag{22}
\end{equation*}
$$

where $\mathbf{X}_{i}^{I}=\left[s_{x i} x_{\max }, s_{y i} y_{\max }, 1,0\right]^{\top}$. We calculate CR with this expression using all possible pairs of calibration parameters and finally the mean of this values is reported as the final precision.

With the proposed strategy by Hsu et al., ${ }^{32}$ calibration reproducibility is assessed as

$$
\begin{equation*}
\mu_{C R 2}=\frac{1}{N} \sum_{i=1}^{N}\left|{ }^{T} \mathbf{T}_{I i} \mathbf{X}_{i}^{I}-\overline{\mathbf{X}}^{T}\right| \tag{23}
\end{equation*}
$$

where $\overline{\mathbf{X}}^{T}$ is the mean in each dimension of all the reconstructed points $\mathbf{X}_{i}^{I}$ in the transducer $\{T\}$ coordinate system. As trial points, authors use the center and the four corners of the image.

In this work we carried out a total of eight calibrations with 50 images each one using a linear transducer set to 7 cm depth. In Fig. 5(a) we show an example of the 3D reconstructed coordinate systems involved in the probe calibration using the transducer pose shown in Fig. 5(b).

Table 1 shows the results of the calibration precision using Eq. 22 and Eq. 23. In Fig. 5(c) we see the trial points used in the precision estimation. We report the dispersion at the center of the B-scan $\left(P_{1}\right)$, the


Figure 5. (a) Reconstruction of the coordinate systems involved in the transducer calibration using the probe pose in (b). (b) Probe pose in the acquisition of a B-scan of the cross-wire phantom drawn in the image. (c) Trial points used in the precision estimation.

| Trial point | $\mu_{C R 1}(\mathrm{~mm})$ | $\mu_{C R 2}(\mathrm{~mm})$ |
| :--- | :---: | :---: |
| Center | 0.9928 | 0.6202 |
| Bottom right $\left(x_{\max }, y_{\max }\right)$ | 3.0350 | 1.9195 |
| Mean (center and four corners) | 1.9040 | 1.2163 |
| Mid-point at 1.5 cm depth | 0.2616 | 0.4019 |

Table 1. Precision assessment: calibration reproducibility results with 8 calibrations.
dispersion at the four corners $\left(P_{2}-P_{5}\right)$ and center $\left(P_{1}\right)$, and at a mid-point $\left(P_{6}\right)$ at approximately 1.5 cm depth. Pixel coordinates in the B-scan at this depth was estimated using the final scale factors calculated with the transducer calibration. The aim of use this point is to be compared with the precision reported in Ref. 32 of 0.27 mm measured in the center of the image, where authors use a point phantom and the probe at 3 cm depth. Furthermore, Lindseth et al. ${ }^{40}$ report a CR at the center of the B-scan of 0.62 mm with a point phantom and a linear probe at 8 cm depth.

Finally, we also evaluate the RMS error of all the equations obtained in each calibration at the optimal solution found with the Levenberg-Marquardt algorithm. We report a mean RMS error through each calibration of 0.5031 mm .

### 4.2 Freehand US and 3D Reconstruction

We carried out an experiment where we use both 3D imaging techniques (FPP and Freehand US) with the two-camera stereo system and the projector. The combined system was fixed through both acquisitions. Camera 1 acted as the world coordinate system. First, we projected a total of eight phase-shifted fringe images onto the surface of the breast phantom for the phase-retrieval with phase-shifting. We used an additional centerline image for absolute phase estimation. The 3D reconstruction in the reference frame $\{W\}$ is shown in Fig. 6(a). Afterward, we acquire a B-scan from the phantom of a tumor located near the nipple of the breast, and we map this image in the world frame $\{W\}$ using Eq. 10 and the pose of the target estimated with the stereo-vision cameras. The result of both reconstructions relative to $\{W\}$ is shown in Fig. 6(b). Note that both reconstructions are in the same coordinate system, and the reconstructed B-scan is totally within the phantom surface. The result is in agreement with the expected position of the tumor.

## 5. CONCLUSIONS

In this work, we have proposed a low-cost multi-modal medical imaging system capable of acquiring the 3D surface of an object via fringe projection profilometry and detecting the internal structure via freehand ultrasound. Both modalities are referred to a single coordinate system defined in the calibration to avoid post-processing and


Figure 6. Reconstruction results using FPP and Freehand US: (a) 3D reconstructed surface of the breast phantom. (b) B-scan of a tumor from the breast mapped to the world frame with the 3 D phantom surface in the same coordinate system.
registration of the acquired images. The freehand ultrasound calibration results are similar to those previously reported in the literature using more expensive infrared tracking systems. We carried out an experiment in a breast phantom with tumors. Encouraging results show the potential of the system, and future work involves quantitative evaluation of the multi-modal precision. The complementary nature of both methods allows for potential applications in intraoperative settings.
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